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— =0 —— i i e ey e g i E] e L e e e e = [ [ ey gy g gy iy B gy ey ey ny iy p——— Figure 5
wn | Figmre 1) Wt Figure 1) "We found that LTH masks fail to generalize to new random initializations due to loss 2,| e i — <o) o2
initialization . . i _ _ o _ 921 — 94 < <
¢ basin misalignment. To reuse an LTH mask with a different random initialization, we 1§ T, — % | ——
/ mask | / S ;91“ ; 1590 s —— —— =0
. o | " " - - ¥ V) S U gge
o soluon & ---+0 : leverage permutation symmetries, to permute the mask to align with the new WQ L . o r
' o e g . . . .. . oo ; B b | Be e
: random ’nltlallzatlon op tlmlzat’on baSIn' ! ] — LTH e Naive Permuted I-89 — LTH e Naive Permuted " — LTH — N_z;l.v; —m ) — LTH — ;l;:-l; ——.I;;mutéc-i-.
| 5 20 . 40 ; P60 . 80 100 codo 60 160 %78 20 . 40 . PGO . s 160 o 20 . 40 . P60 . 80 100
high loss l @ We find that a sparse model (with the permuted mask) with new random initialization can . - fop - jewindPoints
| : : : Y N N N Tr—ar-——T1- - T T _
' nearly match generalization performance of the LTH solution. S . - . S
low loss | S — R95.5 r""‘F —e | R W >‘95 =
' . ] ] >95.5¢ g > >95,0+ o
: ® We empirically demonstrate this on CIFAR-10/100 and ImageNet with VGG11 and ResNet . | fosor s % oaf =
models of varying widths. £ T s e /\P/\’ <.
t=0 E 0 Meth Odo I Ogy £94.5“ — LTH e Naive e Permuted £94 : — LTH e Naive s Permuted £93.5" m ﬁgz. e |TH <= Naive == Permute
| — 6 20 4o 60 80 100 5 20 40 e g0 100 06 20 40 e 80 100 6 20 40 60 80 100
| Rewind Points Rewind Points Rewind Points Rewind Points
: @ Figure 3. 06251 | 96.25+% =i 06.07 == == === ——— : —————— =1
i O 0 0 train 0 g% ol AT $£96.001 — S —— 1 ggs.s —
— — > . ® > e -0 | >
; Wf4— ~ N WB ~ N maSk eommomm e ” E95.75-- 595'75“ §95,0 1 The generalization
0 0 - 2 3 | L
wo WtB:O @ m 4 wo tra I n matCh e §95'50" /—/ §95.25-- | /‘/—\ ;94.5 solutions as width increases.
@ 95.25+ Q ok @
. t=0 . t=T . . . . . T <A T T BT R R TN IR R R R I R I R R I N N O L R e e e e e O R N R B N B R R A _ = = 95.007 =94 0+ 4
In Figure 1.a), a dense random init., w’, ", converges to a dense solution, w', ~, which is then pruned with IMP resulting in the mask, m 4. train g’ _ @ e mask - 05001, T M teve s | gqp5p T teive RS | g0 T T o teive , — pemied | O Mahe | — Py
. . . . « e e 7 . =0 . n .
In Figure 1.b), permuting the mask, m(m4), to match the (symmetric) basin in which the new initialization, w5, enables sparse training. = Rewind Points Rewind Points Rewind Points Rewind Points
t=T t—=T @, P (a) sparsity = 0.80 (b) sparsity =0.90 (c) sparsity =0.95 (d) sparsity =0.97
BaCkg roun d W A I \u% B l;) Wp OB 111 Wp O (g OB 111 In Figure 5. Test accuracy of sparse networks solutions vs. increasing rewind points for different sparsity levels and widths, w.
1. Lottery Ticket Hypothesis (LTH): identifies sparse sub-networks (i.e. binary masks) that, when = . o Effect of Model Width
: : oly raln . _ : . : :
trained independently, can match dense model performance. [1] _ n @ Larger width exhibits better linear mode connectivity (LMC). As the width of the model increases,
2. NNs are permutation invariant: swapping (i.e. permuting) neurons in a layer does not change the | > wi=T o m(wt=T) : T 5 'm =T & () —T > m the permutation matching algorithm gets more accurate, thereby reducing the loss barrier.
. . ~ A
underlying function they compute. B 4 A A N, —— —— —— w1| Figures.
Figure 2. : : : - AT — W = 4 i — Y = 4 5= — ) = 2
activation matching . 1y propiem (Naive) ~ Our Solution (Permuted) LTH Solution : el —wes 3 — w8
N u [ : . o5l o e
1 h V(o5 ] 0
— \ Z In Figure 3. we demonstrate the overall framework of our training procedure. 3 Z z 3 5 04 3 ;
> $ 0.40 % 31
= Results: ResNet50/ImageNet + VGG11/CIFAR-10 /\ |
S 2 @ ResNet50: permuted solution beats the naive solution across all sparsity levels, validating our | A T A 113
@ @ hypOtheSiS on |arge datasets. S o2 04 ] 06 08 1.0 00 02 04 ] 0.6 08 1.0 0.0 02 04 ] 0.6 08 1.0

(a) ResNet20x {w }/CIFAR-10 (b) ResNet20x {w }/CIFAR-100
t=T

Figure 6. Plots showing the linear interpolation between m(w’,

Ensemble Diversity & Loss Landscape Analysis

(c) ResNet50 x {w }/ImageNet
) and w's " for various widths.

@ VGG11: increasing the rewind point, the permuted solution closely matches the accuracy of
LTH, while naive solution significantly plateaus.

Figure 4.a)

In Figure 2., we show permutation symmetry in a single hidden layer NN, where the outputs, y and ¥’ remain equivalent for the same input.

3. Git Re-Basin claimed that NN loss landscapes nearly contain a single solution basin modulo
permutations. [2]

Figure 4.b)

Motivation
@ Motivated by the goal of training a sparse model from a new random initialization.

@ Although the mean test acc. of LTH is higher, ensemble of permuted models achieves better test acc.
due to better functional diversity of permuted models.

© We also show, modulo permutations, reusing the permuted mask leads to convergence in the same
mode as the LTH solution.

® We show for a fixed init., the dense solution and corresponding LTH solution reside within the same
loss basin when variance collapse is considered. This conclusion presents a new perspective
compared to observations made by Paul et al. [3].

==) Frankle et al. demonstrated that training with a highly sparse is mask possible, proposing the LTH [1].
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The key limitations of LTH: a dense model must be first trained to get a mask, which can only
be used with its original random initialization.
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== |_ottery tickets do not generalize well to new random Initializations.

_ o _ . _ _ In Figure 4.a) and 4.b) we show the permuted solutions behaviour over ResNet50 /ImageNet & VGG11/CIFAR-10 at 90% sparsity, with width = 1, respectively. | | Figure 7. a) - _ Flgure 7'1]?3 Figure . c)
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@ Width increasing: the gap between training from random init. with the permuted mask & the LTH/
dense baseline decreases, unlike training with the naive mask.
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In Figure 7.a): Various measures of function space similarity between the models. In Figure 7. b): 0-1 loss landscape of ResNet20x{4} /CIF AR-100.
In Figure 7.c): Error barrier between dense and LTH solutions after accounting for variance collapse.
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